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Abstract

This paper studies the role of trade openness for the design of monetary policy. We
extend a standard small open economy model of monetary policy to capture cyclical
fluctuations of international trade flows, and parametrize it to match key features of
the data. We find that accounting for trade fluctuations matters for monetary policy:
when the monetary authority follows a Taylor rule, inflation and the output gap are
more volatile. Moreover, we find that the volatility of these variables is significantly
higher when the central bank follows the optimal policy based on a model that cannot

account for international trade fluctuations.
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1 Introduction

In recent decades, academics and policymakers have paid increasing attention to the role of
trade openness on the design of monetary policy. Open economies are exposed to additional
sources of shocks arising, for instance, from changes in exchange rates or foreign demand.
Recent papers, therefore, investigate how monetary authorities should respond to economic
fluctuations in this context (see, for instance, Gali and Monacelli (2005), De Paoli (2009),
Lombardo and Ravenna (2014)). These papers, however, typically rely on open economy
models that cannot account for the dynamics of international trade flows at business cycle
frequencies. In this paper, we evaluate the importance of trade openness for monetary policy
in an environment that accounts for salient features of international trade fluctuations.

One common feature of these models is a constant elasticity of substitution (CES) demand
system. While this assumption implies a unitary income elasticity of imports, previous
studies have estimated it to be higher in the data. Similarly, while these models are typically
calibrated to feature an import price elasticity that is higher than one, this elasticity is
estimated to be well below one in the data (Marquez (2013), Leibovici and Waugh (2014)).
This failure to capture a key transmission channel of foreign shocks puts into question the
validity of previous findings on the role of trade openness on the design of monetary policy.!

We build upon a standard small open economy model, following Gali and Monacelli
(2005), and extend it by introducing a time-varying trade wedge, whose functional form is
designed to match the empirical income and price elasticities of imports that we estimate in
the data. This approach is motivated by recent papers which show that deviations of im-
ports between standard models and the data are systematic and operate as a time-varying
trade wedge in the demand for foreign goods (Levchenko, Lewis, and Tesar (2010), Alessan-
dria, Kaboski, and Midrigan (2013), Leibovici and Waugh (2014)). Therefore, our modeling
strategy allows us to capture alternative mechanisms that may account for fluctuations of
international trade flows (Alessandria, Kaboski, and Midrigan (2010), Chor and Manova
(2012), Eaton, Kortum, Neiman, and Romalis (2011), among others), while remaining ag-
nostic about the specific mechanisms at play.

The model consists of a small open economy populated by a representative household,
who trades a complete set of Arrow securities with the rest of the world and supply labor
endogenously. A continuum of monopolistically competitive firms use labor to produce

varieties and sell them to domestic and foreign consumers, with prices sticky a la Calvo

LA number of recent studies have, more generally, documented the failure of standard models to account
for salient features of international trade fluctuations along a number of other dimensions. For instance,
Heathcote and Perri (2002), Alessandria, Kaboski, and Midrigan (2013), and Engel and Wang (2011) show
that standard international business cycle models imply that international trade flows are not as volatile and
pro-cyclical as in the data. Similarly, a number of papers have documented that standard models cannot
account for the collapse of international trade during the recent crisis (Levchenko, Lewis, and Tesar (2010),
Eaton, Kortum, Neiman, and Romalis (2011), Alessandria, Kaboski, and Midrigan (2010), and many others).



(1983). The central bank conducts monetary policy following a Taylor rule through which
it adjusts the nominal interest rate in response to changes in the previous period’s nominal
interest rate, current inflation, and output. Finally, aggregate fluctuations are driven by
shocks to aggregate domestic productivity as well as by shocks to foreign demand.

Our main departure from the standard model consists of a time-varying trade wedge
that shifts consumers’ preferences between domestic and imported goods. We model the
trade wedge to be such that the implied income and price elasticities are a simple function
of parameters. In the empirical section of the paper, we estimate the price and income
elasticities in the data for a number of small open economies (Australia, Canada, New
Zealand, and United Kingdom). Following Gali and Monacelli (2005), we calibrate our
economy to Canada, and choose the trade wedge parameters to match these elasticities.

We first examine the implications of the model for features of international trade fluc-
tuations not targeted directly in our calibration. To do so, we contrast the business cycle
implications of our model with those implied by its counterpart with a constant trade wedge,
while keeping the Taylor rule constant across the two models. To simplify the analysis, we
assume that the monetary authority follows a simple Taylor rule which is only a function of
current inflation. Our extension of the model improves its fit of the data along a number of
dimensions. In contrast to its standard countepart with a constant trade wedge, our model
can account for the high volatility of imports and exports relative to GDP, the counter-
cyclicality of net exports, the pro-cyclicality of imports, and the positive correlation between
imports and exports.

We then use this economic environment to study the impact of the trade wedge on the
volatility of economic variables that may be relevant for monetary policy. We find that our
model generates higher inflation and output gap volatility relative to the standard model.
These results suggest that accounting for international trade fluctuations is important for
the design of monetary policy.

To examine the extent to which this is the case, we solve the constrained Ramsey problem,
where the planner is constrained to choose the parameter values of the Taylor rule. Specif-
ically, we compute the Taylor rule coefficients that maximize the lifetime expected utility
of the representative consumer in a competitive equilibrium. We find that the monetary
authority should react differently to changes in inflation and output under each model. In
particular, in a model that can better account for trade fluctuations, the optimal monetary
policy implies a faster speed of nominal interest rate adjustment and a stronger response to
inflation and output fluctuations.

Finally, we evaluate whether differences in the optimal policy parameters matter for
business cycle dynamics. To do so, we assume that the true data generating process is the
time-varying trade wedge model, but the central bank designs policy based on the optimal

Taylor rule of the constant trade wedge model. We find that conducting monetary policy



based on the misspecified model would almost double the volatility of inflation while also
increasing the volatility of the output gap fluctuations.

By showing that trade fluctuations matter for the design of monetary policy, these results
put in context previous findings in the literature. In particular, in a model that better
accounts for international trade fluctuations, without significantly affecting other business
cycle dynamics, we find that central banks should conduct monetary policy differently than
implied by standard models. Our paper, thus, introduces recent developments from the
literature on international trade dynamics to the established literature that studies monetary
policy in open economies.

The rest of the paper is organized as follows. Section 2 introduces a general log-linear
specification of imports demand and uses it to contrast the implications of standard models
with the data. Section 3 presents the model. Section 4 specifies the time-varying trade
wedge and derives its implications for the trade elasticities. Section 5 calibrates the model
and analyzes its quantitative implications. Section 6 studies the optimal design of monetary

policy. Section 7 concludes.

2 International trade fluctuations: theory vs evidence

In this section, we document salient features of international trade fluctuations and contrast
them with the implications of standard models of international trade. Our approach follows
previous work in the literature that uses the demand for imports to characterize international
trade flows as a function of economic activity and prices.? To do so, we specify a log-linear
imports demand equation which nests a large class of models of international trade. We begin
by examining these model’s implications for imports demand, and contrast these implications

with estimates for several small open economies.

2.1 Log-linear demand for imports

We begin this section by specifying a log-linear imports demand equation to contrast the

implications of standard models of international trade with the data:

loth:m+<plog]%+XlogAt+ut (1)
t

where M; denotes real imports, x is a constant, p%t’t denotes the price of imports relative to

an absorption price index, A; denotes real absorption, and 14 is an error term that captures

2Most closely related to our approach are Leibovici and Waugh (2014) and Levchenko, Lewis, and Tesar
(2010); these papers build on the influential work of Houthakker and Magee (1969) and Feenstra (1994).
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deviations of imports not explained by the first two terms.?

We refer to ¢ and x loosely as price and income “elasticities”, respectively, while remaining
agnostic about their structural nature; we simply think of them as moments of the data that
characterize the statistical properties of imports, income, and prices. Moreover, note that,
while the measure of economic activity that we focus on is absorption, we refer to absorption,

income, and output interchangeably throughout the paper.

2.2 Trade elasticities in standard models

Standard models of international trade have sharp implications for the trade elasticities ¢
and x. Specifically, we restrict attention to models with constant elasticity of substitu-
tion (CES) preferences or production functions, such asKrugman (1980), Anderson and van
Wincoop (2003), Eaton and Kortum (2002), and Melitz (2003). This class of models also
includes international business cycle models such as Backus, Kehoe, and Kydland (1992)
and Heathcote and Perri (2002).

These models imply that the demand for imports is given by log M; = w — 6log 2 I’Zt't +
log A;, where 6 denotes the price elasticity of imports and we refer to w as a “trade wedge”

that is a function of structural parameters such as iceberg trade costs or home-bias. Then,
in these models, the price elasticity ¢ is equal to —6, and the income elasticity y is equal to

one.

2.3 Trade elasticities in the data

We now contrast the trade elasticities implied by standard models with estimates from time
series data for several small open economies. Specifically, we use data on real imports, real
absorption, and the relative price of imports to estimate ¢ and x from equation (1) following
a standard ordinary least squares approach. As mentioned above, while we refer to these
estimates as empirical “elasticities”, we interpret them as moments of the data, remaining
agnostic about their structural nature.

We focus on the following small open economies which have been previously studied in
the literature: Australia, Canada, New Zealand, and the United Kingdom. We obtain the
data from their respective official statistical agencies, whenever available, as well as from
Haver Analytics, the OECD, and Eurostats. We include in our sample as many observations
as available starting from 1980. All data is seasonally adjusted and de-trended by applying
a Hodrick-Prescott filter with smoothing parameter 1600.

3 Absorption is gross domestic product plus imports minus exports; it is a measure of aggregate demand
in the economy.
4With balanced trade, these three objects are equal to each other.



We focus on imports and absorption of goods, and their respective relative price. In doing
so, we exclude services and government expenditures. This allows us to obtain measures of
M; and A; that map closely to the objects featured by standard trade models.

While data on real imports is typically provided by statistical agencies (or easy to compute
by adjusting nominal imports with its corresponding price index), this is not generally the
case for real absorption. In the countries that we study, real measures of the components of
GDP required to compute total absorption are provided as chain-type indexes of the type
proposed by Fisher (1922). While desirable along some dimensions, they are not additive
across categories (see Ehemann, Katz, and Moulton (2002) and Whelan (2002) for detailed
discussions). This implies that real absorption cannot simply be computed by adding real
GDP to real imports and substractic real exports. Therefore, we follow the approximate
solution proposed by Diewert (1978), and compute real absorption as a “Fisher of Fishers”
index. That is, instead of using data on quantities and prices to compute a Fisher index
of absorption, we use Fisher indexes of quantities and prices for each of the categories of
interest and then compute a Fisher index based on these measures.

The estimation results are presented in Table 1. The first four rows provide the estimates
of the trade elasticities ¢ and y corresponding to each of the countries. While there is
heterogeneity in ¢ and x across countries, two salient features emerge. First, we find that
the empirical price elasticity of imports ¢ is considerably below the value at which —@ is
calibrated in standard trade or international business cycle models. While this parameter
often takes values around -1.5 in the latter, it can take values above 4 in the former. Moreover,
we find that the price elasticity ¢ is very low, smaller than -0.50 in all cases (and with
an average of -0.09). Second, we find that, in contrast to models with CES demand or
production functions, the income elasticity of imports x is considerably above unity in all
cases. In particular, as reported in the fifth row of the table, the average income elasticity
across countries is 1.47.

These findings stand in contrast with the implications of standard models, and are con-
sistent with previous empirical estimates in the literature. In particular, following a similar
approach, Leibovici and Waugh (2014) estimate price and income elasticities equal to -0.26
and 1.99, respectively, for the U.S. over the period 1967Q2 - 2013Q4.

The goal of this paper is to investigate the role of trade fluctuations for the design
of monetary policy in small open economies. While a number of papers have previously
investigated the drivers of the mismatch between the trade fluctuations implied by standard

models and the data, we remain agnostic about its sources.



Country Price elasticity (¢) Income elasticity (y) R? Period

Australia -0.295 1.365 0.56 1985Q3 - 2014Q2
Canada 0.002 2.066 0.65 1981Q1 - 2014Q2
New Zealand -0.114 1.138 0.58 1987Q1 - 2013Q3
United Kingdom 0.051 1.318 0.34 1987Q2 - 2014Q2
Average -0.089 1.472 - -

Table 1: International Trade Fluctuations, Import Elasticities

3 Model

Consider a small open economy that trades goods and financial assets with the rest of the
world. The small open economy is assumed to be infinitesimal in size relative to the rest
of the world; therefore, decisions in the former do not affect variables in the latter. We use
subscripts H and F' to denote variables corresponding to goods produced in the small open
economy and the rest of the world, respectively. Moreover, we use superscript * to denote
the rest of the world’s variables, and subscript S.S to denote variables at their deterministic

steady-state level.

3.1 Representative household

The small open economy is populated by a representative household that maximizes lifetime

expected utility, which is given by:

Eo Y B'U(Cr, Nay)

t=0
where 3 € (0, 1) denotes the subjective discount factor, C; denotes the amount of consump-
tion of the final good, N,; is the amount of labor supplied at the competitive wage rate

Wy, and [E; is the expectations operator conditional on the information set in period zero.

o lea N1+<p
T 1-0 1+

denotes the coefficient of relative risk aversion, and ¢ > 0 is the Frisch elasticity of labor

supply.
Consumption of the final good results from aggregating domestic and foreign goods with

The period utility function is assumed to be given by U(C, N) , where 0 > 0

a constant elasticity of substitution aggregator, which is given by:



n—1 1 n—1

Ci=|(1-a)Cyy +a/Crj (2)
where 1 > 0 is the elasticity of substitution between domestic goods C'y; and foreign goods
Crt, and a4 € [0, 1] is the time-varying trade wedge.® This time-varying trade wedge is our
main departure from standard models, and we model it explicitly in the next section.
Domestic goods Cp; and foreign goods Cp; result, in turn, from aggregating domestic

and foreign varieties with constant elasticity of substitution aggregators given by:

1 = 1 Lo\ =1
s = ( / Caal)) = dj) , Crs — ( / Cralj) = dj)
0 0

where ¢ is the elasticity of substitution across domestic varieties j € [0, 1].

Finally, households have access to a one-period risk-free bond at gross nominal interest
rate Ry, as well as to a complete set of state-contingent claims through which they can insure
themselves by trading with the rest of the world.

Then, the problem solved by the representative household is given by:

o0
t
. Inax EO E 5 U(Ct, Ns,t)
Ct,Cu,t,Ch,t(3),Cr,t,Cr,t(§),D(s*T1),Ns ¢ P

subject to

1 1
/ Pr(7)Cr(5)dj + / Pr(7)Cre(j)dj + Ber + Z M(s"s") D(s")
0 0

St+1

< WiNgs + 11 + Ry By + Dy

1 n—1 1 n—1
Cy = [(1 —a)1Cyy + o Cpl ]

€

1 e—1
Chs = </ Cr(j) = dj)
0

£

1 e—1
Cpy = (/ Cri(j) = dj)
0

where s' denotes the history of aggregate states from period 0 up to and including period ¢,

M(s'™|s!) is the state-s® price (in domestic currency) of an Arrow security that pays one unit
of the domestic currency in state s'™', D(s"*!) is the number of state-s'™ Arrow securities
purchased, B;,; denotes the value of bond purchases, and II; denotes the profits that accrue

from the ownership of domestic firms. Note that M(s""!|s?) is sometimes denoted as M 4, ;.

5In standard models, o; determines the degree of openness and is inversely related to the degree of
home-bias in preferences.



3.2 Firms

A unit measure of monpolistically competitive firms produce differentiated varieties j € [0, 1]
with a linear technology in labor represented by production function Y;(j) = A:Na.(j), where
A; denotes a time-varying level of aggregate productivity, and N4 .(j) denotes the amount
of labor hired by the producer of variety j. Firms hire workers through competitive labor
markets at wage rate ;.

Firms sell their differentiated varieties domestically and to the rest of the world. We
assume that prices are denominated in domestic currency, and that the law of one price
holds at the firm-level: Py, (j) = &P ,(j) for all j € [0,1], where Py,(j) and &P ,(4)
denote firm j’s domestic currency price in the domestic market and the rest of the world,
respectively, and &, is the nominal exchange rate (the price of the rest of the world’s currency
in terms of the domestic currency: that is, the value in domestic currency of one unit of
foreign currency).

Moreover, we assume that firms set prices in a staggered fashion, as in Calvo (1983).
That is, a measure 1 — 6 of randomly selected firms sets new prices each period, with an
individual firm’s probability of re-optimizing in any given period being independent of the
time elapsed since it last reset its price. Firms that cannot adjust their price in a given
period commit to producing as much as demanded at the predetermined price. Firms are,
thus, identical ex-ante, but are heterogeneous ex-post due to staggered pricing.

Finally, we assume that aggregate productivity follows an exogenous stochastic process
given by log A;y1 = pglog A, + €, where €/ is an iid shock with zero mean and standard
deviation o,.

The problem solved by firm j when setting a new price Pp, in period ¢ consists of
maximizing the current value of its dividend stream from the future states of the world in
which it cannot adjust its price, subject to the production function and to the demand faced

in each of the markets:

o0

_ max Z O"Ee { Mok [YiswPre — Wik Nagrr]

Py ¢,Na i1k =0

subject to

F —&
Ht+k

Yirh = AvyeNagrr VR

where M, 1) denotes the representative household’s stochastic discount factor between pe-

riods t and ¢ + k, and Pp; denotes the domestic good’s price index.



Given complete markets, the stochastic discount factor is equal to the pricing kernel
M 1 (s"1F) for Arrow securities, which denotes the value of purchasing an Arrow security

t+k

in state-s’ that pays a unit of the good in state-s**. This is how the representative household

values future profit flows of the firms he owns.

3.3 Central bank

We study an economy in which the central bank sets the nominal interest rate R; of the
one-period risk-free bond. Specifically, we assume that the monetary authority follows a
standard Taylor rule, setting the nominal interest rate in response to deviations of output
and CPI inflation from their steady-state values. As it is standard in the literature, we

assume a certain degree of interest rate smoothing:

11

HSS

Y,
log Ry = (1 — pr)log Rss + prlog Ri_1 + ¢, log Y—t + ¢n log

where pr € (0,1) is the degree of interest rate smoothing, and II; = % denotes CPI

inflation.

3.4 Rest of the world

We assume that the domestic economy and the rest of the world feature symmetric initial
conditions, such that there are zero net foreign asset holdings.

The domestic economy imports and exports varieties with the rest of the world, and we
assume that the law of one price holds. Analogous to domestic exporters, we have that
Pri(j) = &Pr,(j) for all j € [0, 1], where P ,(j) is the price of the rest of the world’s variety
7 expressed in the producer’s currency.

The rest of the world supplies and demands goods in a symmetric fashion to the domestic
economy. That is, we assume that the demand for all goods produced by the domestic

B
between domestic and foreign goods.

economy is given by Cj, = (P’*{’t)_n C}, where 1 denotes the elasticity of substitution

The representative household in the rest of the world trades a complete set of state-
contingent Arrow securities with the domestic economy. Now, given that the small open
economy is infinitesimaly small relative to the rest of the world, there is no distinction
between the CPI and the domestic price level in the rest of the world. We thus have that
Pp, = P}, which we normalize to unity. Similarly, given that the small open economy is
infinitesimally small relative to the rest of the world, we do not solve the equilibrium for

the rest of the world explicitly, but assume that aggregate output evolves according to the

10



following autoregressive process:
log Y1 = py log Y + &)

where &) is an iid shock with zero mean and standard deviation .

3.5 Equilibrium

A competitive equilibrium of this economy consists of policy functions {Cy, Cr+, Cri, Nay, N,
Y, CY, Oét};ioa exogenous variables {Ata Yt*}i’io, and prices {Pu PF,ta PH,t> 11, Mt,t+1> Ry, &, Wt}?io
such that the following conditions hold:

1. Given prices, policy functions solve the representative household’s problem.
2. Given prices, policy functions solve the firms’ problem.

3. Central bank sets R; following a Taylor rule.

4. Labor markets clear: N, = fol Na.(5)dj Vi

5. Financial markets clear: Dj(s') = 0 Vs'Vt, where D;(s") denotes holdings of period-

state-s' Arrow securities by the rest of the world.

6. Domestic variety j’s market clears: Yi(j) = Cp(j) +Cjy,(7) Vt, where Cj; ,(j) denotes

the consumption of the domestic variety j in the rest of the world.

3.6 Additional definitions

Before we proceed with the analysis of the model, we now define objects that will be studied in

subsequent sections. The terms of trade S, are defined as S; := ]ijl ’i; the real exchange rate Q;

e—1

is defined as Q, := &% aggregate domestic output Y} is defined as Y, := [fol Yi(j) = d]} :§

P

and the trade balance relative to output nx; is defined as nz; := (%) (Yt — P];ttC't), where

Y,s denotes steady-state output, and the trade balance is expressed in terms of domestic

output.

Finally, we define the output gap V7" as Y := Y}/lt”’ where V™' consists of aggregate

domestic output (as defined above) from a model with flexible prices (that is, with 6§ = 0).

11



4 Time-varying trade wedge, demand for imports, and

trade elasticities

In this section we complete our presentation of the model by specifying the functional form
that we assume for the time-varying trade wedge ;. We then investigate its implications
for the imports demand equation that we introduced in Section 2, as well as for the implied
trade elasticities.

We assume that the imports trade wedge oy in equation (2) is time-varying and evolves
as a function of aggregate absorption (C} in the model), and the price of imports relative

to absorption (Pr:/P; in the model). Specifically, we assume that a; takes the following

Pry/ Py
PF,SS/PSS 7

functional form:

oy ::a+wcln<gt>+¢pFln<

where a € [0, 1] measures the degree of trade openness in the economy, while ¥¢ and p,
are parameters that control the responsiveness of the time-varying trade wedge to deviations
of aggregate absorption C; and the relative price of imports Pp,/P; from their steady-state
values.

While o4 is a function of endogenous variables, we assume that the household takes it as
given when making decisions. Specifically, we assume that the household does not internalize
the impact of his decisions on the equilibrium value of «; (through their impact on C; and
Pry/P).

Our specification of the trade wedge has three main features. First, if Yo = ¢p, =
0, then we have that oy = «, as in standard trade models. Therefore, our model nests
standard models of international trade and monetary policy, such as Gali and Monacelli
(2005). Second, note that a; = « in the steady-state for any values of ¢ and ¢p,.. Therefore,
our model with a time-varying trade wedge and its counterpart with a constant trade wedge
imply the same identical steady-state allocations and prices. This feature will ease the
comparison of the business cycle dynamics implied by these two economies. Finally, note
that, while alternative specifications with these properties exist, ours is motivated by its
implications for the trade elasticities, as we show at the end of this section.

We now begin to examine the implications of this specification of «; for the import
demand equation implied by the model and its corresponding trade elasticities. In the
following Lemma, we derive the demand for imports under the time-varying trade wedge

assumed above.
Lemma. With a time-varying trade wedge o *= a+1p, log P?jf??

demand equation is given by log Cry =+ (Yp, — 1) log Pgt + (1 + ¢¢) log Cy, where p € R

+1¢ log C%ts, the imports

1s a function of structural parameters.

12



This Lemma shows that our model implies a log-linear import demand equation that is a
function of aggregate absorption and the price of imports relative to the price of absorption.

Therefore, this equation is isomorphic to equation (1):

log M; = m+<plogl% + x log A; + 1.
t

These equations are identical in the particular case in which kK = p, ¢ = ¥p, —n, x = 1+7¢,
and v, = 0. The following Proposition formalizes the implications of these findings for the

implied trade elasticities.

Pr4/P,
P;gjjpzs + e log &, the

price elasticity of imports is Yp, —n, and the income elasticity of imports is 1 + c. In

Proposition. With a time-varying trade wedge oy := o + 1p, log

contrast, with a constant trade wedge (Yp, = e = 0), the price elasticity of imports is —n,

and the income elasticity of imports is 1.

This proposition shows that the trade elasticities implied by our model are a one-to-
one function of the time-varying trade wedge parameters 1¢'p, and v)¢. This property of o
constitutes our main motivation for choosing this particular functional form for the time-
varying trade wedge. In particular, by appropriately choosing the values of these parameters,
our model can replicate the price and income elasticities of imports that we observe in the
data. This is the approach that we pursue in the following section for calibrating these

parameters.

5 Quantitative analysis

We now study the business cycle dynamics implied by the model and contrast them with
those of a model with a constant trade wedge. We focus both on international trade variables
and macroeconomic variables that are relevant for monetary policy. First, we examine the
implications of the model for the volatility of these variables. We then investigate the
channels that account for our findings by studying the response of our economy to a positive
productivity shock. To simplify the analysis, throughout this section, we assume that the
central bank follows a Taylor rule in which the interest rate only responds to deviations of

inflation from its steady-state level; we relax this assumption in the next section.

5.1 Calibration

The model is calibrated to match salient features of the Canadian economy. The parameters

of the trade wedge, which are specific to our framework, are calibrated based on the trade

13



Parameter Description Value

15} Discount factor 0.99

0 Calvo parameter 0.75

) Elasticity of labor supply 3

p Coeflicient of relative risk aversion 1

n Armington elasticity 1.5

o Elasticity of substitution across varieties 6
Pa Persistence of domestic productivity shocks 0.66
Py+ Persistence of foreign output shocks 0.86
Oq Standard deviation of domestic productivity shocks 0.0071
Oy Standard deviation of foreign output shocks 0.0078
Pa,y* Correlation between domestic and foreign shocks 0.3

Table 2: Parameterization, Preferences and Technology

elasticities that we estimate in Section 2. The rest of the parameters are standard, and we
take their values from Gali and Monacelli (2005), who also calibrate them for Canada. The
parameter values are reported in Tables 2 and 3.

A period in the model corresponds to a quarter in the data. Then, given our findings
from the previous section, we set ¥ = 1.0659 and ¢ p, = 1.5023 which correspond to a price
elasticty of 0.002 and an income elasticity of 2.066.

We choose = 0.99, which corresponds to a riskless annual return of about 4% in
steady-state. The share of firms that cannot adjust prices in a given period 6 is set to 0.75,
which implies that firms adjust prices every 4 quarters, on average. We set ¢ to 3, which
corresponds to a labor supply elasticity of % The elasticity of substitution across varieties
is set to 0 = 6, which implies that the steady-state mark-up is equal to 1.2. We choose «,
which in steady-state equals the imports to GDP ratio, to be 0.4. This value corresponds to
its value for Canada. Finally, we set the coefficient of relative risk aversion p to 1 and the
Armington elasticity n to 1.5, following Backus, Kehoe, and Kydland (1992).

The shock processes for aggregate productivity and output in the rest of the world are
calibrated to match features of the data for Canada and the U.S., respectively, using the
estimates of Gali and Monacelli (2005). Specifically, they fit AR(1) processes using data on

labor productivity in Canada and the U.S., and estimate their degree of persistence and the

14



Parameter Description Value

Qo Degree of trade openness 0.4
Vo Consumption coefficient in trade wedge 1.0659
Vpg Foreign price coefficient in trade wedge 1.5023
Om Taylor rule weight on current inflation 1.5
Oy Taylor rule weight on output gap 0
PR Interest rate smoothing 0

Table 3: Parameterization, International Trade and Monetary Policy

volatility of the innovations.
Finally, in contrast to Gali and Monacelli (2005), we assume that the central bank follows
a Taylor rule in which the interest rate only responds to deviations of inflation from its steady-
state level. Following Taylor (1993), we set the coefficient on inflation to 1.5. In the next
section, we relax this functional form and assume more general Taylor-type monetary rules.
For each of the models that we study, we compute 50 simulations of 200 periods. In doing
so, we compute the simulations for each of the models based on the same realization of the

shocks.

5.2 International trade fluctuations

We begin by examining the implications of our model for business cycle fluctuations of
international trade variables, which we contrast both the constant trade wedge model and
the data. In particular, we investigate the extent to which our model can account for salient
features of international trade fluctuations that are not targeted directly in our calibration.

The results are reported in Table 4. In the first row, we report moments of the data for
Canada computed byEngel and Wang (2011). In the next two rows we report the moments
implied by each of the models. We find that our model improves significantly over the
constant trade wedge model. In particular, in our model, net exports become counter-cyclical
as observed in the data. Moreover, exports are now more volatile than GDP whereas, in the
constant trade wedge model, they are roughly as volatile. Finally, imports are now positively
correlated with both GDP and exports, whereas in the constant trade wedge model these
correlations are, respectively, low and negative.

Therefore, by targeting explicitly the price and income elasticities estimated from the
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Standard deviation  Correlation with GDP
NX/GDP M X NX/GDP M X corr(M,X)
Data 0.66 3.15 2.65 -0.12 0.74 0.66 0.62
Constant trade wedge 0.47 2.34 1.10 0.25 0.18 0.97 -0.05
Time-varying trade wedge 0.72 3.66 2.05 -0.77 0.69 0.96 0.47

Note: Standard deviation of imports and exports is relative to GDP.

Table 4: International Trade Fluctuations

Standard deviation
Y II R Q Output gap C
Constant trade wedge 0.75% 0.27% 0.40% 0.65% 0.53 1.26
Time-varying trade wedge 0.56% 0.30% 0.45% 0.73% 0.68 1.77

Note: Standard deviation of output gap and consumption are relative to GDP.

Table 5: Business Cycle Fluctuations, Moments

data, our model is able to better account for key features of international trade variables not
targeted in the calibration. In particular, the root-mean-squared error between our model
and the data is 47.1% lower than for the standard model.

5.3 Business cycle fluctuations

Having shown that our model can better account for international trade fluctuations, we
now examine its implications for the business cycle dynamics of variables that are relevant
for monetary policy. The results are reported in Table 5, in which we compare both models.

We find that there are significant differences in the business cycle dynamics implied by
the two models. In particular, we find that our model implies a higher volatility of inflation
and the real exchange rate, while featuring a lower volatility of output. Even though the
central bank conducts monetary policy based on the same Taylor rule in the two models, the
higher volatility of inflation in our model leads to a higher volatility of the nominal interest
rate.

Moreover, we also find that the volatility of the output gap and consumption are higher,
relative to GDP, suggesting that accounting for international trade fluctuations may have

significant welfare implications when designing monetary policy.
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Therefore, in a model that captures salient features of international trade fluctuations, the
central bank may want to react to aggregate fluctuations differently than in the standard
model. We explore this further in Section 6 where we compute optimal monetary policy

under the two specifications of our model.

5.4 Impulse response functions

To understand the channels that account for the different business cycle dynamics implied
by the two models, we now study the response of the economy to a one-standard-deviation
positive domestic productivity shock (Figures 1 and 2).

We find qualitative and quantitative differences in the response of economic variables
across the two models. In the constant trade wedge model, a positive productivity shock in
the domestic economy leads to an increase in consumption. Given complete markets, these
gains are shared with the rest of the world through a depreciation of the real exchange rate,
making imports more expensive. This leads to a decrease in imports despite the increase in
aggregate expenditures. Therefore, the increase of aggregate consumption is driven by the

increase of domestic consumption.
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Figure 1: Impulse reponse functions to a positive productivity shock

5We report the impulse response functions corresponding to a one-standard-deviation positive foreign
output shock in the Appendix.
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Figure 2: Impulse reponse functions to a positive productivity shock

In contrast, in the time-varying trade wedge model, imports increase despite a larger
increase of consumption and, therefore, a larger depreciation of the real exchange rate. These
differences are driven by the lower price elasticity and the higher income elasticity of imports
featured by our model. On the one hand, the low price elasticity reduces the response of
imports to the depreciation of the real exchange rate. On the other hand, the higher income
elasticity increases the response of imports to the increase in aggregate consumption. The
result is an increase of imports, in contrast to the constant trade wedge model. Aggregate
consumption is then driven by an increase of both domestic consumption and imports.

These differences have implications for variables that are relevant for monetary policy.
In particular, we focus on the dynamics for aggregate inflation. In the constant trade wedge
model, wages decrease, leading to lower inflation. With sticky prices, the effect of a positive
productivity shock on wages is ambiguous. On the one hand, firms that cannot adjust prices
decrease their demand for labor since they can produce more output per unit of labor but
cannot decrease their prices to take advantage of their higher productivity. On the other
hand, those firms that can adjust prices choose lower prices, increase the demand for their
goods and, therefore, their demand for labor.

The net impact on wages depends on the price stickiness parameter 6 and the elasticity
of substitution ¢. In our parameterization, the former effect dominates. As a result, both

domestic and aggregate inflation decrease. Given the Taylor rule, the central bank responds
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to the decrease in inflation by lower the real interest rate.

In the time-varying trade wedge model we find a larger decrease in wages and, therefore,
inflation. The lower increase of domestic consumption decreases the demand faced by firms,
therefore decreasing the amount of labor that they hire. This leads to a larger decrease of
wages and, thus, domestic and aggregate inflation. This larger response of inflation then
leads to a larger decrease of the nominal interest rate.

Our findings show that the different reaction of imports featured by our model changes
the quantitative response of variables relevant for monetary policy. This suggests that the
optimal response of a central bank to aggregate fluctuations may be different in the two

models. We explore this further in the next section.

6 Optimal monetary policy

In this section we study the optimal design of monetary policy in an economy that can
account for international trade fluctuations, and contrast the results with those of a constant
trade wedge model.

To do so, we compute the Ramsey problem of a central bank that is constrained to follow
a Taylor rule. Specifically, the central bank chooses the Taylor rule coefficients that maximize
the lifetime expected utility of the consumer in a competitive equilibrium. In contrast to the
previous section, we now consider a Taylor rule in which the nominal interest rate responds
smoothly to deviation of inflation and output from their steady-state levels.

We contrast the optimal policies across the two models, and then quantify their implica-

tions for business cycle dynamics.

6.1 Constrained Ramsey problem

To study the optimal design of monetary policy, we consider a central bank that chooses

coefficients pgr, ¢,, and ¢r of the Taylor rule

11

HSS

Y,
log Ry = (1 — pr)log Rss + prlog Ri_1 + ¢, log Y—t + ¢n log
to maximize the lifetime expected utility of the representative household in a competitive

equilibrium.

Formally, the problem is given by

max E, ZﬁtU [CEF (pr. ¢y, om), NP (pr, oy, ém)]
=0

pR7¢Y7¢)H
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subject to the Taylor rule and the competitive equilibrium allocations, where CE (pg, ¢y, ér)
and NEE(pg, ¢y, ¢r1) are the consumption and labor allocations, respectively, corresponding

to a competitive equilibrium in which the central bank follows a Taylor rule with coefficients

PR, ¢Y7 and ¢H-

6.2 Optimal Taylor rule

We begin by contrasting the Taylor rule coefficients that maximize welfare under each of
the models. The optimal Taylor rule coefficients that result from the constrained Ramsey
problem are reported in Table 6.

Qualitatively, in both models, the optimal response of monetary policy to aggregate
fluctuations is the same. The nominal interest rate should decrease when output is above
its steady-state (to reduce the output gap) or when inflation is below its steady-state. In
addition, in both models the planner finds it optimal to smooth nominal interest rate ad-
justments.

Quantitatively, however, we find significant differences in the optimal response to aggre-
gate fluctuations across the two models. In the time-varying trade wedge model the optimal
degree of interest rate smoothing is smaller than in the standard model, which implies that
the central bank is more impatient. Therefore, the Ramsey planner reacts more strongly to
short-run deviations of inflation and output from their steady-state levels.

Our findings suggest that accounting for international trade fluctuations is important for

the design of monetary policy.

p o Oy ¢n
Constant trade wedge 0.91 -0.04 0.28

Time-varying trade wedge 0.67 -0.13 0.92

Table 6: Optimal Taylor rule

6.3 Quantitative implications

We now evaluate the extent to which differences in the optimal Taylor rule coefficients implied
by the two models matter for business cycle dynamics.

We begin by assuming that the true data generating process is the time-varying trade
wedge model. We use this model to contrast the business cycle dynamics implied by two

alternative monetary policy rules.
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Standard deviation (%)

Inflation Output gap R

Optimal policy 0.12 0.55 0.20
Suboptimal policy 0.21 0.66 0.11

Table 7: Quantitative implications

First, we consider a central bank that follows the optimal Taylor rule corresponding to
the time-varying trade wedge model, as in the second row of Table 6.

Second, we consider a central bank that follows the optimal Taylor rule corresponding to
the contant trade wedge model, as in the first row of Table 6. This case captures a central
bank that behaves sub-optimally by choosing the optimal Taylor rule coefficients based on
the wrong data generating process (i.e. the constant trade wedge model).

We compare the implied moments for variables relevant to monetary policy: inflation,
the output gap, and the nominal interest rate. The results are reported in Table 7.

We find that, when the central bank carries out the sub-optimal policy corresponding to
the constant trade wedge model, both inflation and the output gap would be substantially
more volatile. In particular, inflation would be almost twice as volatile whereas the output
gap would be 20% more volatile.

As observed in Table 6, the optimal policy corresponding to the constant trade wedge
model implies a lower response to inflation and output gap deviations, leading to higher
volatility of these variables when this policy is followed under the true data generating

process (i.e. the time-varying trade wedge model).

7 Conclusion

In this paper, we study the role of trade openness for the design of monetary policy. We
extend a standard small open economy model of monetary policy to capture cyclical fluc-
tuations of international trade flows, and parametrize it to match key features of the data.
We find that accounting for trade fluctuations matters for monetary policy. Specifically,
we find that the volatility of variables relevant to the design of monetary policy are higher
when the central bank follows the optimal policy based on a model that cannot account for
international trade fluctuations.

By showing that trade fluctuations matter for the design of monetary policy, these results

put in context previous findings in the literature. In particular, in a model that better
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accounts for international trade fluctuations, without significantly affecting other business
cycle dynamics, we find that central banks should conduct monetary policy differently than
implied by standard models. Our paper, thus, introduces recent developments from the
literature on international trade dynamics to the established literature that studies monetary

policy in open economies.
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Appendix: Impulse response to foreign output shock

This section completes the analysis of Section 5.4 by presenting the impulse response func-
tions implied by our model to a one-standard-deviation foreign output shock, and contrast-
ing them with those implied by the constant trade wedge model. The dynamics of these

economies in response to such shock are illustrated in Figures 3 and 4.
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Figure 3: Impulse reponse functions to a positive foreign output shock
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Figure 4: Impulse reponse functions to a positive foreign output shock
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